
International Journal of Medical Toxicology & Legal Medicine                                           Volume 27, No. 2, 2024 

e-ISSN: 0974-4614 

p-ISSN: 0972-0448 

 

https://ijmtlm.org                                                                                                                                                                391                                                                           

Enhanced Brain Tumour Classification in 3D MRI Images Using 

Vision Transformers 
 

Prathipati. Silpa Chaitanya
1
, Susanta Kumar Satpathy

2
 

 

1
Computer Science and Engineering, Vignan’s Foundation for Science, Technology&Research (Deemed to be 

University), Vignan’s Nirula Institute of Technology and Science for Women, Guntur, India. 

Email: silpam86@gmail.com 
2
Computer Science and Engineering, Vignan’s Foundation for Science, Technology&Research (Deemed to be 

University), Guntur, India. Email: drsks_cse@vignan.ac.in 

 

         Received: 11.08.2024             Revised: 10.09.2024                     Accepted: 07.10.2024 

 
 

ABSTRACT 

To optimize the treatment strategies and improve patient outcomes it is necessary to accurately classify brain 

tumours. The traditional approach for analysing 3D MRI images with convolutional neural networks (CNNs) 

sometimes fail to capture a complete picture, lacking overall context or requiring powerful computer resources. 

In this study, we propose a novel technique that uses Vision Transformers (ViTs) to characterize brain tumours 

into many classes from 3D MRI data. Our method divides an MRI volume into small patches that are 

transformed and processed by a transformer model. In our approach, the attention mechanisms of ViTs are 

effectively utilized to capture both local and global information. This has helped us overcome CNN limitations 

in handling complex tumour manifestations as well as vast amounts of data. We use positional encodings for 

spatial preservation and sequence transformer encoder layers for better feature extraction. Using the [CLS] 

token representation enables final categorization with improved accuracy and resilience in tumour typing. In this 

experimental article, we present an advanced model based on ViT which outperforms customary CNN methods 

or other state-of-the-art approaches resulting in more efficient and reliable automated systems of brain tumour 

detection. This research illustrates how vision transformers could revolutionize medical imaging while 

providing an alternative way of classifying brain tumours than conventional deep learning techniques would do. 
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1. INTRODUCTION 

Brain tumors are a major health problem because they are complicated and can grow very fast. For effective 

treatment planning and patient outcomes, it is important to diagnose them accurately and quickly. In the past, 

brain tumor diagnosis has been heavily dependent on radiologists’ interpretation of medical images, mainly 

Magnetic Resonance Imaging (MRI) scans. However, this method takes a lot of time, can vary between different 

observers and may delay the start of treatment. Therefore, there is an urgent need for automated methods that 

can classify brain tumors reliably as well as quickly.Deep learning has brought about significant changes in 

medical image analysis over the last few years. CNNs have shown great success in many image classification 

tasks including those related to medical imaging. But when applied to 3D MRI data sets, CNNs face some 

challenges due to the complexity inherent in these types of images as well as their large size. Some of these 

limitations include difficulty capturing long-range dependencies within an image and high computational cost 

associated with processing 3D volumes. 

This research aims at improving accuracy in classifying brain tumors by investigating ViTs as an alternative to 

CNNs which could overcome these challenges. ViTs were originally designed for natural image processing but 

have proved very useful in various computer vision tasks because they can capture global dependencies and 

long-range interactions effectively. We therefore hope that applying ViTs into medical image analysis will help 

us take advantage of their strengths towards better brain tumor classification.The main aim of this research is to 

obtain a ViT-based type that can classify brain tumors into different categories based on 3D MRI scans. The 

proposed model includes self-attention mechanisms which enable it to better differentiate between various types 

of tumors while capturing complex spatial relationships within the brain than other models used in the past. 

Ultimately, what we need is a dependable automated system that could help radiologists diagnose brain tumors 

accurately thereby leading to better patient outcomes. 

 

2. REVIEW OF LITERATURE 

Srikanth et al. (2019) utilized a 16-layer VGG model with pre-processed images and achieved significant 
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improvement in multi-classification accuracy of brain power tumor MRI images and reaching 98% after 20 

training iterations. Fully connected and SoftMax layers were added to mitigate overfitting. Tandel et al. (2020) 

proposed a CNN model based on transfer learning for enhancing brain tumor arrangement performance using 

MRI images from multiple clinical datasets; their model outperformed other machine learning methods, 

showing the efficiency of transfer learning in this domain.Another study used GoogleNet architecture to 

organize brain tumors into diverse classes. The features were extracted from MRI scans and metrics such as 

precision, F-score, recall, specificity and AUC were used to achieve an average classification accuracy of 98%. 

A deep inception residual network was introduced for classifying brain tumors into three categories; by 

modifying ResNet V2 with a dense and achieved classification accuracy of 99.69% on publicly available 

dataset. Transfer learning models were also applied to a dataset of brain tumor MRI scans which resulted in 

classification performance of 99.02%, better than ResNet50 with Adadelta optimization. 

Finally, a new RCNN-based design was made for categorizing brain tumors using datasets from Figshare and 

Kaggle; the model achieved an accuracy of 98.21% in identifying glioma and healthy tumors by using a low-

complexity two-channel CNN framework. Additionally, the framework was used to find tumor regions in 

glioma MRI datasets with 98.8% overall confidence level for meningioma and pituitary tumor classification. 

 

3. PROPOSED WORK 

This paper presents a new framework that uses ViTs to perform multiclassification of brain cancers using 3D 

MRI images.as been shown in Fig-1 Our technique aims at utilizing transformers’ powerful self-attention 

mechanisms which allow for more effective capturing of both local and global contextual information than 

traditional CNNs do. The suggested framework starts by dividing the 3D MRI volumes into smaller controllable 

patches. While embedding and processing these patches, the transformer model incorporates positional 

encodings so as not to lose spatial information about volumetric data.This study leverages the power of (ViTs 

for brain tumor classification. ViTs, renowned for their facility to capture long-range dependences in data, 

employ multiple transformer encoder layers to extract intricate patterns crucial for accurate tumor identification. 

The model achieves excellent accuracy in predicting the tumor class by using a classification head that is 

applied on the representation of the [CLS] token. Our approach not only enhances the precision of brain tumor 

categorization but also tackles the computational inefficiencies linked to CNNs, making it more viable for real-

time clinical applications. The efficacy of our strategy is confirmed by numerous trials on a substantial dataset, 

showcasing its superiority over current cutting-edge approaches in terms of both performance and resilience. 

 

 
Fig. 1: Brain Tumour Classification Using Vision Transformer 

 

1. Input Embedding 

First, 3D MRI images are split into 3D patches. 

Give a 3D MRI image 𝑥 ∈ 𝑅𝐻×𝑊×𝐷×𝐶 , where H, W, and D are the height, width, and depth of the image, and C 

is the number of channels. 

Each 3D patch 𝑥𝑝has a size of P × P × P. The number of patches N is: 

𝑁 =
𝐻

𝑃
×
𝑊

𝑃
×
𝐷

𝑃
 

All patch is compressed and linearly transformed into a transmitter of size D. 
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Patch Embeddings - Wp . Flatten xp . 

2. Adding Positional Encoding 

Positional encoding is added to retain the spatial information. 

Epos ∈  RN×D ′ 

The input to the transformer is the sum of patch embeddings and positional encodings: 

z0 =  xp
1 E; xp

2E;…… . ; xp
N E + Epos  

3.Transformer Encoder 

It contains the multi head attention and represented as follows: 

For each encoder layer l: 

MSA zl−1 − Concat(head1,head2 , … . , headh )W0 

Where each head is computed as: 

headi = (QWi
Q

, KWi
K , VWi

V ) 

And the Attention function is: 

Attention Q, K, V = softmax  
QKT

 dk

 V 

Then the output is passed through an MLP block: 

MLP x =  W2 . GELU W1 . x + b1 + b2 

4. Classification Head 

The final hidden state corresponding to the [CLS] token is used for classification. 

Let zL
0be the output of the [CLS] token after the final encoder layer L. The classification head is: 

y = softmax(Whead . zL
0 + bhead ) 

Where Whead ∈ RD ′×num _classes and bhead ∈ Rnum _classes  

 

Algorithm: Vision Transformer for Multiclass classification of 3D MRI Images 

1.Input: 3D MRI image 𝑥 ∈ 𝑅𝐻×𝑊×𝐷×𝐶  

2. Patch Embedding: 

a. Split the 3D image into patches of size P × P × P. 

b. Flatten and linearly transform each patch to obtain patch embeddings. 

3. Add Positional Encoder: 

a. Add positional encoding to the patch embeddings. 

4. Transformer Encoder: 

a. Forl=1 to L: 

I. Compute multi-head self-attention (MSA) on the input. 

II. Pass the result through an MLP block. 

5. Classification Head: 

a. Extract the [CLS] token’s final hidden state. 

b. Pass it through a classification head to obtain logics. 

c. Apply softmax to get class probabilities. 

6. Output: Predicted class probabilities. 

 

 

The first step is a 3D MRI scan. This volume is divided into patches of equal size, or sub-images. Each patch is 

flattened and then linearly transformed to create numerical representations called patch embeddings. To retain 

spatial context in the data, positional information is combined with these embeddings. These enhanced versions 

are then passed through a converter encoder, which consists of multiple layers. Every layer has two main 

components: multi-head self-attention and a feed-forward neural network. The final hidden state of a special 

classification token within the encoder is extracted and processed by a classification head to produce raw 

prediction scores, or logits. These logits are converted into probability distributions using the softmax function 

to give the model’s predicted class probabilities. 

 

4. RESULTS AND DISCUSSION 

This sector evaluates the suggested model based on ViT architecture using 3D MRI images. A comprehensive 

experimental evaluation was performed by extensively testing on large-scale dataset of brain MRI scans. The 

show of the model was associated with conventional CNNs and other state-of-the-art methods in detail. 

Moreover, this research also investigated about computational efficiency and robustness of the model towards 

another types of complex tumors as well as its ability to handle them effectively or not? The findings highlight 

that our proposed approach can capture intricate patterns among volumetric data points which are far apart from 

each other in space over long distances thus indicating potential clinical usefulness too.  
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Fig. 2: Accuracy 

 

Figure 2 shows how accurate the suggested models are contrasted to the existing ones. The ViT always does 

better than other models, starting at 0.60 and reaching 0.92 accuracy in all epochs. This happens because the 

ViT has a self-attention mechanism that can capture global context better than traditional CNN architectures 

such as ResNet_v2 or GoogLeNet do. Although ResNet_v2 and GoogLeNet begin with lower accuracies (0.50 

and 0.48 respectively), they eventually achieve 0.90 and 0.85 by the last epoch. ResNet_v2 and GoogLeNet 

suffer from one major drawback: their dependence on local feature extraction prevents them from understanding 

contextual information which in turn affects their accuracy compared to ViT’s ability in this regard. Conversely, 

while being able to extract features more comprehensively thus greatly improving its accuracy, ViT becomes a 

extratough model for brain tumor classification on 3D MRI images within this domain. 

 

 
Fig. 3: Precision 

 

The precision metric is shown in figure 3, where the proposed ViT always wins over other models. It starts at 

0.59 and ends at 0.91. The self-attention mechanism of ViT greatly improves its feature extraction ability, thus 

making it more accurate in prediction. On the contrary, ResNet_v2 and GoogLeNet have initial precision values 

of 0.48 and 0.47 respectively, which finally become 0.87 and 0.83 correspondingly. They fail to differentiate 

between classes effectively so that their precision scores are lower than expected. What makes ViT better than 

others is its capability to deal with complicated data structures for precise feature discrimination, leading to 

higher precision values at last. 
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Fig. 4: Recall 

 

Figure 4 displays the compression of recall between proposed and existing models. The proposed ViT is 

excellent in recall, starting from 0.60 to 0.93. ResNet_v2 and GoogLeNet improve from initial values of 0.49 

and 0.48 to 0.88 and 0.85, respectively. Traditional CNNs have limited receptive fields that prevent them from 

capturing all relevant features leading to lower recall while ViT’s ability to handle long-range dependencies in 

the data helps it better identify true positive cases than others do. This superior recall performance underscores 

ViT's advantage in minimizing false negatives, which is critical in medical diagnoses. 

 

 
Fig. 5: F1-Score 

 

Figure 5 illustrates the compression of F1-score amongpurported and existing models. The F1-score, which is a 

compareamongst precision and recall, consistently favors ViT. Starting at 0.595 and peaking at 0.915, ViT 

demonstrates strong performance in brain tumor classification. ResNet_v2 and GoogLeNet improve from 0.485 

and 0.475 to 0.885 and 0.835 respectively. Traditional CNNs have difficulty balancing precision and recall well, 

resulting in lower F1-scores than ViT’s scores are lower than those of ViT because traditional CNNs do not 

balance precision and recall effectively enough for higher F1-scores to be achieved by them. The advantage of 

ViT is that it can maintain high levels of both precision and recall, making it a balanced and reliable 

performance metric. 
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Fig. 6: Loss 

 

Figure 6 displays the compression of loss between proposed and existing models. In terms of loss, ViT shows a 

rapid decline, starting at 0.90 and dropping to 0.18. ResNet_v2 and GoogLeNet start with higher losses of 1.00 

and 1.20, respectively, and end at 0.24 and 0.28. The main limitation for ResNet_v2 and GoogLeNet is their 

high computational demands as well as slow convergence rates in comparison to ViT which efficiently handles 

volumetric data leading to better convergence and lower final loss values. This means that not only does ViT 

learn more effectively but it also generalizes better thus reducing the risk of overfitting while increasing its 

applicability in clinical settings.  

 

Table 1: 10-fold Cross Validation 
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The researchers evaluated three deep learning models for brain tumor analysis: Vision Transformer, 

v2GoogLeNet, and ResNet. They used a ten-fold cross-validation experimental paradigm as described in Table 

1. The Vision Transformer had the highest average accuracy of about 0.9 across all folds, which means it 

performed the best overall. ResNet showed good F1-score while v2GoogLeNet had balanced performance 

metrics but the consistent superiority of the Vision Transformer suggests that it may be the most promising 

candidate for brain tumor classification. However, other factors like computational efficiency and model 

interpretability should also be considered for practical applications. 

 

5. CONCLUSION 

This study compared ViTs with traditional CNNs such as ResNet_v2 and GoogLeNet in terms of their ability to 

classify brain tumors within 3D MRI images. Our results clearly show that ViTs outperform these models on 

multiple evaluation metrics. ViTs have a built-in self-attention mechanism which enables them to extract more 

features from an image and understand its context better than any other CNN architecture can do; hence they 

achieve much higher classification accuracies than those achieved by other models based on this metric alone. 

Specifically, ViT achieved an accuracy rate of 92%, while ResNet_v2 and GoogLeNet achieved only 90% and 

85% respectively. This advantage is also reflected in precision-recall curves where ViT's ability to differentiate 

between classes accurately leads to better outcomes than either ResNet_v2 or GoogLeNet could produce. 

ViT's balanced performance was further confirmed by F1-score metric which takes into reason both precision 

and remind challenges equally well; thus showing its robustness in addressing them too. With an F1-score value 

equaling 91.5%, ViT significantly outperformed both ResNet_v2 (F1=89%) and GoogLeNet (F1=88%). 

Additionally, loss metrics indicated faster convergence and better generalization abilities of ViTs over 

traditional CNNs. Slower convergence, higher computational demands as well as reliance on local features are 

among the limitations associated with ResNet_v2 and GoogLeNet; therefore, underscoring why Vision 

Transformers should be adopted for medical image classification tasks. When it comes to processing volumetric 

data efficiently while capturing global contextual information accurately, no other model beats ViTs in grouping 

brain tumors from 3D MRI images. This research represents a significant step forward in medical image 

analysis through the use of Vision Transformers. The fact that ViTs performed better than any other model 

across all evaluated metrics suggests that they could become game changers for diagnostic accuracy 

improvement in healthcare settings where reliability is paramount towards achievingpositive patient outcomes. 

Further studies need to be done so as to establish how well ViTs can work together with additionalmodern 

techniques thereby optimizing presentation even further within this domain. 
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