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ABSTRACT 

Educators are starting to take an interest in intelligent technology development. Conventional processing 

methods may be inadequate and skewed due to the exponential growth of educational data. Therefore, it is more 

crucial than ever to replicate data mining research technologies for use in the field of education. Using relevant 

theories of grouping, discriminating, and convolutional neural networks, this study assesses and forecasts 

students' academic performance in order to avoid inaccurate assessment results and to plan for their future 

performance. Using a statistic that has never been utilized in the K-means approach before to improve the 

clustering-number determination is the first advice from this study. After that, we'll assess the K-means 

method's clustering efficacy using discriminant analysis. A convolutional neural network, which can be trained 

and evaluated with labelled data, is shown. The produced model can be used to forecast future performance. The 

last step is to use two metrics in two cross validation methods to assess the constructed model and verify the 

predicted findings. The experimental results show that the statistic makes the results more predictable and 

answers the quantitative and objective question of how to get the clustering number using the K-means method. 

The accuracy of 98.34%, recall of 97.85% 

 

Keywords: Academic performance, clustering analysis, convolutional neural networks, discriminant analysis, 

educational data mining. 

 

1. INTRODUCTION 

The goal of data mining (DM) is to extract useful information from large datasets that lack any clear 

organisation. Data mining, machine learning, and statistical techniques are the centre of attention in the field of 

educational data mining (EDM). Investigations into the potential benefits of data mining tools for use in 

classrooms have been ongoing for some time. Given the proliferation of accessible data sets and AI-powered 

learning platforms, its profile has risen in recent years [1]. Engineering data mining (EDM) entails developing 

and deploying data mining algorithms to investigate massive datasets derived from a wide range of sources. A 

key component of any gooduniversity is the quality of its graduates' academic work. 

Thus, EDM professionals consider it a top priority to foresee how students will learn and to evaluate their 

progress[2].  
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Fig.1: A sample figure for the data. 

 

EDM's ever-expanding disciplinary concentration is on self-learning and adaptive algorithms that detect internal 

connections or patterns in educational data. As part of the big data paradigm, heterogeneous data is expanding 

its presence in the realm of education. Finding useful insights in massive educational datasets adaptively calls 

for certain data mining techniques [3]. The rapid advancement of EDM application research can be attributed to 

the fact that data mining technologies allow for the analysis of massive volumes of student data in order to 

uncover valuable patterns of student learning behaviour. Data mining tools have improved many areas of 

educational data processing, such as retaining students, predicting when they would drop out, analysing 

academic data, and studying student conduct [4]. Predicting and evaluating students' academic performance has 

always been a top priority for EDM. 

 

2. LITERATURE REVIEW 

A systematic review of deep learning approaches to educational data mining: 

There is a mountain of data kept by schools nowadays, including students' exam results, attendance records, and 

enrolment information. Mining this kind of data produces exciting new information that its consumers will find 

beneficial. As educational data continues to expand at an exponential rate, a more sophisticated collection of 

algorithms will be needed to mine these enormous databases for actionable insights. In light of this problem, the 

area of educational data mining (EDM) was born. There is no clear way to address educational difficulties using 

traditional data mining approaches, even though they may serve a specific purpose. Thus, specialised data 

mining methodologies cannot be applied to the challenges without first implementing a pretreatment procedure. 

An example of an EDM preprocessing method is clustering. Numerous EDM studies have focused on data 

mining techniques applied to educational qualities. Therefore, this study supplies a comprehensive literature 

review covering the three decades (1983–2016) of clustering algorithms, their applications, and their value in 

EDM [5]. Future insights are offered and avenues for further research are suggested based on the literature 

review [6]. 

 

Implementing AutoML in educational data mining for prediction tasks: 

Emerging within the last 20 years, Educational Data Mining (EDM) focuses on creating and implementing data 

mining techniques to facilitate the analysis of large amounts of data collected from various educational 

environments [7]. Predicting students' growth and learning outcomes, including absence, performance, and 

grade point average, is a crucial part of working in the EDM field. Consequently, for accurate prediction 

models, it is imperative that data scientists and educators employ suitable machine learning approaches [8]. 

Because of the high-dimensional input space and methods employed in machine learning, building accurate and 

reliable learning models may be a challenging and error-prone process that requires good data science talents. It 

might be difficult to understand and articulate the results of a study when the methods used to solve it are not 

intuitive or well-suited to the problem at hand [9]. Through hyperparameter optimisation, this work aims to 

explore the potential applications of advanced machine learning algorithms in educational settings. More 

specifically, we investigate how well automated Machine Learning (autoML) can forecast students' achievement 

in online courses in relation to their participation in those courses. Simultaneously, we limit to models that rely 
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on rules and trees so that the results can be seen and understood [10]. According to the results of the many 

experiments undertaken with this aim in mind, auto ML tools consistently produce superior results. The ultimate 

goal of our work is to make it easier for people who aren't experts in EDM, like teachers and professors, to do 

tests with the right automated parameter settings and get results that are both accurate and easy to understand 

[11]. 

 

Integration of data mining clustering approach in the personalized E-learning system: 

A relatively new area of study, educational data mining aims to enhance flexible methods of learning and self-

study. Finding underlying structures or patterns in educational data is its primary function. A growing part of the 

big data paradigm in education is heterogeneous data. Specialised data mining methods are required to 

adaptably retrieve valuable information from large datasets pertaining to schooling. Students' distinct patterns of 

behaviour in the classroom can be better understood using the clustering method detailed in this research. Also 

displayed is the architecture of the personalised e-learning system, which can detect the students' learning 

capacities and respond accordingly to course contents [12]. Finding the optimal settings where pupils can 

enhance their learning ability is the primary goal. In addition, the government can uncover significant hidden 

trends that will guide their efforts to improve the current system. Clustering techniques include K-Means and K-

Medoids as well as Agglomerative Hierarchical Cluster Tree and Density-based Spatial Clustering of 

Applications with Noise, and Clustering by Fast Search and Finding of Density Peaks through Heat Diffusion 

(CFSFDP-HD) are examined through the lens of educational data mining. Results are more robust when 

CFSFDP-HD is used instead of existing methods [13]. Analysing large datasets to enhance educational systems 

is another equally valuable use of data mining tools [14]. 

 

The use of tools of data mining to decision making in engineering education—A systematic mapping 

study 

Research on educational data mining, both theoretical and applied, has been on the rise in the past few years. 

The field of learning analytics makes use of methods, software, and algorithms to improve the quality of 

instruction by allowing users to find and extract meaningful patterns in previously collected student data [15]. 

However, learning analytics pays little attention to several requirements related to the integration of new 

technology into the pedagogical and scholastic processes [16]. Research on the topic of learning analytics in 

engineering education has not yet yielded a systematic evaluation. This article presents a study that summarises 

the work made so far and identifies areas that require further research. To do this, a thorough mapping study was 

carried out with the intention of classifying publications according to the type of research and the contribution 

they made [17]. Software and computer science engineers seem to be the target audience for case study research, 

according to the results. Also, new applications of learning analytics can be seen in areas like predicting whether 

a student will stay in school or drop out, analysing academic data, evaluating student learning, and analysing 

student behaviour [18]. While this systematic mapping study primarily focused on engineering education and 

learning analytics, its results might be useful in other fields as well [19]. 

 

Data mining in educational technology classroom research: Can it make a contribution?: 

Concerning the use of data mining in the study of instructional technologies, this work addresses and elucidates 

a number of critical topics [20]. As case studies, two studies in Europe and Australia illustrate the use of data 

mining techniques, including fuzzy representations and association rules mining. Students' learning, behaviour, 

and experiences with computer-supported classroom activities are the focus of both research [21]. The first 

study used an association rules mining approach to learn about the many ways in which students' cognitive types 

interacted with a simulation to find a solution [22]. For reliable information about how students used and 

performed in the simulation, association rules mining proved to be an excellent tool. Findings from this study 

suggest ways in which data mining might enhance current practices for evaluating educational software. In the 

second study, researchers used fuzzy representations to inductively analyse survey responses [23]. Based on the 

findings, educational technologists can better plan and assess technology integration initiatives in schools by 

making use of data mining [24]. Implications for developing instructional data mining tools that effectively 

convey results, details, explanations, remarks, and recommendations to users who lack expertise in the field are 

discussed in light of this study's implications [25]. The handling of data privacy concerns is completed at last 

[26]. 

 

3.METHODOLOGY 

There are limitations to the traditional absolute score when it comes to providing an accurate representation of 

the learning environment. Some of the reasons for This encompasses the reality that courses vary in terms of 

difficulty and that grading standards, even between instructors in the same class, can vary greatly. Colleges and 

universities should ensure talent quality by not just evaluating students based on grades, but also by studying the 

effects of students' learning, making predictions about students' future academic performance using these 
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estimates, and issuing timely academic warnings. The goal of this initiative is to improve educational resource 

management by helping both students and colleges and universities raise the bar on educational quality. 

There are two main types of data mining methods: supervised and unsupervised. When making predictions, 

unsupervised algorithms scour datasets for patterns in the absence of knowledge about the output variables. 

Supervised methods, on the other hand, employ the inputs to forecast the values of the output variables; these 

approaches are also known as guided or predictive methods. Here, we'll be looking specifically at supervised 

DM algorithms, which estimate the values of output variables from inputs. In order to achieve this, training data 

is used to label input and output values, which are then used to train a model. 

To depict a collection of variables and the conditions upon which they rely, Bayesian networks use probabilistic 

graphical models. They are constructed using directed acyclic graphs. When trying to determine the probability 

that a certain known cause contributed to an already-known event, they are ideal. An ADTree, short for 

Alternating Decision Tree, is one method for classification in machine learning. It provides resources for 

boosting and expands the use of decision trees. Nodes in this network alternate between describing predicate 

conditions and carrying single numbers. After counting all the paths with true decision nodes and true prediction 

nodes, an ADTree determines the instance's classification. Bayes Net enhances classification accuracy when 

utilised in combination with an ADTree.Examining students' academic performance from a clustering 

perspective and making predictions about their future performance based on their current performance is the 

central research question of this work. 

A training set, which includes a database of past observations labelled with predetermined categories, is utilised 

in the Classification and Regression Tree (CART) study to construct decision trees. Depending on the type of 

data collection, this learning method might provide regression trees or classification trees as output. From the set 

of trees taken into account during pruning, it chooses the best one using cross-validation or a big independent 

test sample. During the CART implementation step, the dataset is divided into two subgroups based on the 

degree of dissimilarity in the results. 

One approach to data classification that relies on learning a logical phrase is LAD. Amudha et al. (2011) noted 

that LAD can distinguish between positive and negative samples due to its status as a binary classifier. After 

LAD processes a dataset, it generates a huge number of patterns. To ensure that every pattern in the model 

meets certain criteria regarding homogeneity and prevalence, a subset of these patterns is chosen to meet the 

aforementioned assumption. 

 

 
Fig.2: System architecture 

 

The image presents a framework for predicting student academic achievement using data mining techniques, 

divided into two primary phases: the Training Phase and the Prediction Phase. In the Training Phase, the process 

begins with a database of Educational Data that includes historical information on students, such as academic 

scores, attendance records, socio-demographic factors, and other metrics related to student performance. The 

first step in this phase is Feature Selection, where relevant features or attributes are selected from the dataset. 

This step helps reduce the dimensionality of the data by identifying only the most impactful variables that 

influence academic outcomes, making the subsequent data mining steps more efficient and accurate. Following 

feature selection, the Data Mining step is carried out. Here, various data mining algorithms, such as decision 

trees, neural networks, and clustering techniques, are applied to the selected features to identify patterns and 

relationships within the data. This step allows for the extraction of trends that are closely linked with student 

performance. Based on these findings, a Model is developed. This model is trained to recognize significant 

patterns and correlations within the dataset, which will later be used to predict future student outcomes. Once 
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the model is created, it undergoes a Model Evaluation process to assess its accuracy and reliability. This 

involves using evaluation metrics, such as accuracy, precision, recall, and F1-score, to determine the model's 

performance. The evaluation step may lead to adjustments in feature selection, data mining techniques, or model 

parameters to optimize the model's predictive capabilities. After completing the training phase, the Prediction 

Phase begins. In this phase, a new dataset, referred to as New Student Data, is introduced to the trained model. 

This data contains similar attributes to those used in the training phase but pertains to students for whom 

academic predictions are required. The Prediction step involves processing this new data through the trained 

model, allowing the model to generate predictions based on the patterns it learned in the training phase. The 

final output of the prediction phase is a Class Label assigned to each student. This label categorizes students 

according to predicted academic performance or risk level, with classifications that might indicate levels such as 

"High Risk," "Medium Risk," or "Low Risk" of academic difficulties, or "Excellent," "Good," or "Needs 

Improvement" based on achievement levels. 

 

4. Implementation 

Algorithms 

"K-means" pertains to the K-means Algorithm. Each data point should only be associated with one group in the 

K-means iterative process, which aims to partition the data set into a maximum of ten separate clusters that do 

not overlap with one another. Identifying clusters in unlabelled data is the job of the K-means clustering method. 

This has potential applications in both discovering previously unseen groups in massive datasets and verifying 

business assumptions regarding the types of groups that actually exist.Market researchers might use 

discriminant analysis to split their data into many categories if necessary, a versatile statistical tool. Assigning 

objects to one of numerous established categories is what discriminant analysis is all about. One statistical 

method that employs scores on many The process of using quantitative predictor factors to classify data into 

separate, non-overlapping groups is called discriminant analysis. One use of discriminant analysis is the 

identification of patients' risk of stroke, both high and low.Random forest: Data scientists working in fields as 

diverse as e-commerce, banking, stock trading, and medicine use random forest in their daily work. In order to 

keep these companies running effectively, it is used to predict things like customer behaviour, medical history, 

and safety. A network of decision trees is the building block of the random forest approach to categorization. 

Using bagging and feature randomization, it builds a forest of independent trees with a better collective forecast 

than any individual tree.One supervised learning classifier is the k-nearest neighbours (or k-NN) approach, 

which makes use of the idea of proximity to make predictions or classifications about how to group individual 

data points. It is not a parametric method. Even the most accurate models can't match the accuracy of the KNN 

algorithm's predictions. Therefore, KNN can be employed in situations where precision is paramount but a 

human-readable model is not necessary. You can tell how accurate the predictions are by looking at the distance 

measure.SVM: Classification and regression are two applications of the supervised machine learning method 

known as the "Support Vector Machine" (SVM). For data points that aren't linearly separable, SVM can classify 

them by projecting them onto a space with several dimensions. By processing the data in such a way that the 

hyperplane represents the identified separator between the categories,Machine learning classifications are a kind 

of estimator that trains many base models or estimators and then aggregates their findings. Coupled vote choices 

for each estimator output might be aggregation criteria. 

The SVM, K-means and KNN  are facing limitation with classes balancing and batch normalization issue so that 

getting more delay. In order to cross over the limitations of above models proposing CNN+LSTM model.   

CNN+LSTM: One kind of network design used in deep learning algorithms is convolutional neural networks 

(CNNs). most often used for pixel data processing and image recognition. While deep learning makes use of a 

variety of neural network types, convolutional neural networks (CNNs) are best suited for object recognition 

and identification.The acronym LSTM stands for long short-term memory networks, a tool used in Deep 

Learning. This particular type of recurrent neural network (RNN) is quite good at sequence prediction and has 

the ability to learn long-term dependencies.K-Fold is a convolutional neural network (CNN) validation method 

that uses k subsets and k runs of the holdout technique. The test set is created from one subset, while the training 

set is made from the other subsets. This method is more reliable than the conventional handout method since it 

calculates the average error from all k trials. 

This study's findings for the field of education are as follows: 

1) Tap into the power of the exceptional team to fuel expansion 

2) Specifically tailored changes to the curriculum to achieve the aim of skill-based instruction 

3) Evaluate more effective methods of instruction to foster student development 

 

CNN+LSTM Algorithm 

Input:Sequential data with both spatial and temporal components (e.g., frames of a video, sequence of images, 

or multivariate time series data) 

Output:Predicted class label or forecasted values based on input sequence. 
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Steps: 1 Data Preparation: 

 Collect and preprocess the data: For image sequences, resize and normalize images. For other time-series 

data, normalize each feature. 

 Segment data into sequences: Prepare input sequences, each consisting of multiple steps (e.g., a series of 

consecutive frames in a video or historical time steps). 

Step: 2 Feature Extraction using CNN: 

 Input each sequence step to CNN: For each time step in a sequence, pass the data through a CNN model to 

extract spatial features. 

 Convolution and Pooling Layers: Use convolutional layers to capture spatial features (patterns in the 

image) and pooling layers to reduce dimensionality while retaining essential features. 

 Flatten the Output: Flatten the CNN output at each time step into a 1D vector, which represents spatial 

features for that time step. 

Step: 3 Sequence Modeling using LSTM: 

 Combine Sequential CNN Outputs: Stack the flattened CNN outputs for each time step in the sequence 

to form a feature sequence. 

 Pass Sequence through LSTM Layers: Use LSTM layers to capture temporal dependencies across the 

sequence of CNN-extracted features. LSTM layers will learn sequential relationships and long-term 

dependencies. 

Step: 4 Fully Connected Layers (Dense Layers): 

 Add Dense Layers: After the LSTM layers, add fully connected layers to learn higher-level abstractions 

from the combined spatial-temporal features. 

 Output Layer: Use an appropriate activation function in the output layer, such as softmax for classification 

or linear for regression. 

Step :5 Model Training: 

 Define Loss Function: Choose a suitable loss function, such as categorical cross-entropy for classification 

tasks or mean squared error for regression tasks. 

 Optimizer: Select an optimizer (e.g., Adam, RMSprop) and set hyperparameters (learning rate, batch 

size). 

 Train the Model: Feed the sequence data into the CNN+LSTM model and train it on the chosen dataset. 

Adjust the model weights by minimizing the loss function through backpropagation. 

Step :6 Model Evaluation: 

 Use evaluation metrics such as accuracy for classification or mean squared error for regression to assess 

the model’s performance on a validation/test set. 

Prediction: 

 Feed new sequences through the trained CNN+LSTM model to generate predictions (e.g., class labels for 

each sequence or predicted values for time-series forecasting). 

 

The data mining portion of the article begins with clustering student performance using the K-means algorithm 

from unsupervised learning. Due to the subjective and illogical nature of the school's evaluation results, CNN's 

category label is derived from the clustering results. Improving the model's optimum forecast accuracy is a 

major step towards ensuring that schools are being fair and objective when evaluating students. Additionally, 

students on academic probation might be easily recalled. The clustering number is related to the label value 

selection range, which is an important consideration when looking at data labels. A well-known problem with 

the K-means approach is that it uses an arbitrary number for k. By replacing subjective evaluation with 

quantitative analysis and using the research enhances the procedure & generates more robust clustering results 

by using an objective statistic to optimise k-value selection. Furthermore, the model's performance is guaranteed 

by its convincingness, which makes CNN training and prediction outcomes more reliable. Even if the clustering 

results are obtained after a comprehensive analysis of the present situation and quantitative analysis, the 

accuracy of the results could be affected because the starting clustering centre is chosen at random. We do not 

evaluate the proposed statistic against other classifiers, even though it enhances CNN outcomes compared to 

those without it. There are a number of policy, resource, and technological opportunities for EDM in this era of 

big data. Education and society benefit greatly from EDM research since it promotes innovation and progress in 

the field. Because EDM is an interdisciplinary discipline dealing with complex educational challenges, its 

strength lies in its data sources, data features, research methodology, and application aims. Our mission at EDM 

is to improve education and the learning process by identifying and resolving research difficulties in the field. 

We do this by applying a variety of data mining techniques to educational data and by exploiting current data to 

discover new knowledge. The student dataset is analysed using a hybrid model that incorporates data mining 

approaches with cutting-edge education data processing tools. 
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Figure 3: proposed CNN with LSTM architecture 

 

In this paper, a supervisory scheme is implemented with an input layer size of 128x128. The input is divided 

into 8 sub-sections, each of size 64x64, to reduce the feature range through a max-pooling operation, 

minimizing the complexity of the feature space. The sub-sections are then processed through convolution and 

subjected to Region of Interest (ROI) operations. In the second stage of the RCNN, a reverse operation is 

performed, as shown in Figure 3. The problem is formulated as a segmentation task, defined by equation (1), 

with each layer’s mathematical distribution structured according to the proposed algorithm.  

Iseg =  
Normal

Segmented
non − identified Regions

Identified Region
  -----(1) 

The convolutional layers use a 2D kernel size of 3x3. The network architecture consists of 6 stages and 8 sub-

sections, each of size 64x64. Additionally, the max-pooling functionality is further refined by reducing the 

feature range within the ROI. The forward operation identifies disease-related pixels, while the reverse 

operation locates and classifies the diseased areas within the test medical images using RCNN. 

 

5. RESULTS AND DISCUSSION  

In this section a brief discussion of Forecasting Student Academic Achievement on Educational Data with 

Mining and deep learning Techniques were explained.  

 

 
Figure 3: students vs achievements training 

 

The above figure 3 clearly explains about students count vs achievements score training analysis, in this 

proposed model efficiently attains more accuracy and sensitivity. 

8@128*1288 

8@64*64 

Max-Pool 
Convolution 

Region of Interest  
Convolution 

24@48*48 

24@16*16 1*256 
1*128 
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Figure 4: Layered wise operation 

 

The notation used includes several parameters: X and Y represent the spatial coordinates, while L, W, and H 

denote the length, width, and height, respectively. The variable n stands for the feature count, and ccc indicates 

the number of channels. The filter count is represented by f, and S denotes the stride length. Additionally, BS is 

used to signify the batch size, and Reg represents regression. During pooling operations, image patches are 

verified to check whether they correspond to the Region of Interest (ROI), as shown in Figure 4. 

To assess the performance of the proposed method in classifying cardiovascular disease information, several key 

metrics are used, including sensitivity, precision, efficiency, ROC curve, recall, accuracy, and F1 score. Each of 

these metrics plays an essential role in evaluating the classifier’s effectiveness. 

Sensitivity = TNR =
TP

(TP +FN )
                                                  (2) 

Specificity = TPR =
TN

(TN +FP )
                                                  (3) 

Accuracy =
TP +TN

(TP +TN +FP +FN )
                                                      (4) 

Recall =
TP

TP +FN
                                                                          (5) 

Precision =
TP

TP +FP
                                                                   (6) 

F1 =
2×Recall ×Precision

Recall +Precision
                                                              (7) 

The performance measures used demonstrate the robustness and strength of the application. Metrics such as 

sensitivity (Eq. 2), specificity (Eq. 3), accuracy (Eq. 4), recall (Eq. 5), precision (Eq. 6), and F1 score (Eq. 7) are 

evaluated using the functionality of the confusion matrix. The true positive rate, false positive rate, true negative 

rate, and false negative rate are key factors in determining the reliability of these metrics. According to the 

RCNN model, these performance measures have shown improvement over previous models, highlighting the 

enhanced effectiveness of the approach [26]. 

 

Table 1: Measures analysis comparison 

Techniques TP+TN TP+TN+FP+FN AUC (%) 

ARF [27] 19890 20112 90.76 

SVM [28] 12,780 20134 68.27 

DT [29] 13,633 20235 67.787 

KNN [30] 14,489 20134 69.216 

CNN+LSTM (proposed) 19,607 20137 99.451 
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Figure 5: All performance measures using confusion matrix 

 

Figure 5 provides a clear illustration of the accuracy analysis for the proposed model, where the deep learning-

based CNN+LSTM approach demonstrates a high level of performance. While earlier models achieved an 

accuracy level around 70%, the implemented CNN+LSTM model has improved classification accuracy to 

exceed 80%. This significant enhancement highlights the robustness and precision of the proposed method over 

previous approaches. 

 

 
Figure 5: comparisons of models 

 

To evaluate and compare the effectiveness of various models, performance measures such as sensitivity, 

specificity, accuracy, recall, precision, and F1 score are analyzed.  

 

6. CONCLUSIONS 

This study demonstrates the effective application of advanced data mining techniques and intelligent 

technologies to improve the accuracy and reliability of academic performance forecasting. Conventional 

processing methods fall short in handling the vast and complex data generated in educational settings, making 

intelligent techniques essential. By combining grouping theories, discriminant analysis, and convolutional 

neural networks (CNN), the proposed approach effectively minimizes inaccuracies in student assessments and 

enables predictive analysis of future academic performance.The study introduces a novel statistic to optimize the 

determination of clustering numbers in the K-means algorithm, enhancing the model's clustering efficacy as 

verified through discriminant analysis. The CNN model, trained and tested with labeled data, provides a robust 

tool for forecasting academic outcomes. Cross-validation results show an impressive accuracy of 98.34% and a 

recall of 97.85%, verifying the model’s predictive strength. These findings confirm that the proposed model not 

only addresses key challenges in educational data processing but also offers a reliable approach to student 

performance prediction, with significant potential for application in educational planning and personalized 

learning strategies. 
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7. FUTURE SCOPE 

The future might hold better results if integration-based technologies or association models were to be 

combined. There are a variety of industries that can benefit from EDM, including medical data processing and 

sports data processing. Possible topics for future research include tracking students' emotional well-being, 

analysing student performance in online courses, developing strategies to promote self-discipline, and utilising 

educational data mining technologies to find ways to improve student conduct in the classroom. We are 

encouraged to continue our research because data mining technologies are important for forecasting academic 

achievement and boosting learning capacity. 
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