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ABSTRACT  

Among the most challenging aspects of processing digital images is image classification, which handles the 

processing and analysis of the images. In higher level image processing applications like medical imaging, 

robotics, automation, and other key areas where the object study is thought to be of highest importance, the 

outputs obtained from the segmentation findings are treated as starting parameters. The segmentation process 

uses pre-requisite criteria to find objects of interest. The feature vector is typically taken to be this criterion. 

Separating the diverse set of images is the new goal of texture segmentation into regions of homogeneous pixels 

that have significance, based on this criterion. Texture is regarded as the most important of these feature vectors 

since it explains the spatial relationship between individual pixels in an image.  
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1. INTRODUCTION  

In the literature, numerous segmentation techniques based on parametric, non-parametric, and pseudo-

parametric models are highlighted [1]. These models have been regarded as the foundational models for texture-

based segmentation by [2], Classification trees, vector quantization, Markovian models, neural networks, 

decision trees, and other topics are also the subject of research [3]. Nonetheless, it is clear from the research of 

[4] others that parametric models are more important and appropriate for modelling image pixels. Consequently, 

many statistical mixture models are prioritized for efficient picture pixel segmentation based on this 

fundamental premise [5]. The majority of the research, however, operate under the presumption that any image 

they study will be symmetrical and that the pixels that make up the image areas are uniform and display a 

typical Gaussian phenomenon. It is also known as meso-kurtic phenomenon. In actuality, however, natural 

photographs may display patterns that are partially symmetric or non-symmetric; that is, the pixels within the 

image regions might exhibit non-Gaussian, mixed-Gaussian, or Gaussian characteristics.Consequently, in order 

to comprehend these kinds of image fluctuations, the primary observation of the statistical models that can 

support meso-, platy-, and lepto-kurtic distributions is that the statistical models should be created in a way that 

better identifies the pixel pattern. Consequently, taking into account the Multivariate New Symmetric Mixture 

Model is required. Therefore, a statistical model based on the multivariate new symmetric mixture model and 

dct coefficients (MNSMM) is proposed in this chapter as an attempt to effectively segment the textured image 

[6].  

The k-Means approach, a traditional partition clustering algorithm, is utilized for successfulclustering after we 

took into account the texture picture's DCT attributes for image segmentation [7]. The benchmark texture 

database used for the experimentation is Brodatz textures [8]. Quality metrics and segmentation metrics are both 

used in the review process [9]. This chapter of the thesis uses segmentation measures (PRI, GCE, and VOI) and 

quality metrics (F-measure, recall, precision, sensitivity, and accuracy) to evaluate the texture pictures [10].In 

addition, the misclassification rate is calculated. Dendogram-based clustering is another way to improve the 

experiments. The results obtained are contrasted with those of the Multivariate New Symmetric Mixture Model 

that is currently in use [11]. 

 

2. Feature Vector Extraction Based On Dct Coefficients:  

Most of the segmentation work is based on attributes. These traits, which are also known as attributes, help in 

identifying the target more elegantly and precisely.  

mailto:dhavalaprasanthi3@gmail.com
mailto:enireddy.vamsidhar@gmail.com


International Journal of Medical Toxicology & Legal Medicine                                           Volume 27, No. 2, 2024 

 

https://ijmtlm.org                                                                                                                                                                82                                                                           

Improving the object's focus identification. Various methods for extracting features from textures can be found 

in the literature. for example, DCT, PCA, LDA, ICA, etc., as discussed in papers by [12]. The segmentation 

technique relies on a number of shared characteristics shared by most pixels inside texture regions [13]. This is 

because there is a uniform spatial relationship between neighbouring pixels inside the image regions [14]. 

Among the dimensionality reduction methods used for segmentation, DCT accounts for features inferred from 

spatial correlations [15].  

Hence, it is presumed that using DCT as a feature vector yields better suitable segmentation results [16]. DCT 

works by dividing the image into smaller signals in each region, with the goal of storing the visual data in the 

coefficients. This process takes into account each section of the image [17]. The DCT is capable of shifting from 

the space-time to the time-frequency domainsfor a texture image [18]. The main reason to use DCT is that it can 

merge the DCT coefficients into one region by taking on a decomposing nature, depending on the texture 

qualities that are chosen [19]. Another strong argument in Favor of using DCT is that it lowers the lowest square 

reconstruction error when applied in conjunction with other dimensionality reduction approaches. Citation [20]. 

One issue with DCT is that, because to its packing and rebuilding nature, it causes lossy compression [21]. This 

section of the thesis so focuses on the method of DCT-based texture picture segmentation [22]. 

It is common practice to use a 2-dimensional array f(x,y) to represent images. Hence, we split the whole picture 

into non-overlapping subblocks of size M × M for effective texture feature mining. Each pixel's DCT 

coefficients are determined using the following formula: f(x,y). 
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The DCT coefficients that were extracted from each image block are laid out in a zigzag manner, as seen in 

figure 2.1. The important information is projected using the coefficients of the upper triangle block matrix. 

According to [23] a small number of DCT coefficients, around 16, is sufficient to extract the relevant 

information about the picture areas' patterns. Once the DCT coefficients have been extracted from each image, 

the feature vectors can be transformed using the following procedure: tx


= [ , , ........,1 2 3 Nx , x x x
   

]
T 

symbolizing 

M multiplied by 16 coefficients, with M representing the overall count of blocks. This means that the proposed 

segmentation model according to MGGMM acquires these texture attributes [24]. 

 

 
Figure 2.1: Arrangement of DCT Coefficients inpattern of zig-zag manner. 

 

2.2 Multivariate New Symmetric Mixture Model 

In this part of the chapter, the Multivariate New Symmetric Mixture Model (MNSMM) methodology is 

presented. Improved texture segmentation is one goal of the offered methodology. Section 2.2 outlines the 
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methodology that was used for attribute extraction, and the parameters of the proposed model are developed 

appropriately. Every single image is actually a composite of numerous smaller images, each of which showcases 

a different texture. It becomes more of a chore to ensure that the growth is proportional to the feature vectors as 

the number of images grows. With the assumption that the feature vectors in each of these picture regions reflect 

a multivariate Multivariate New Symmetric Mixture Model, this chapter of the thesis approximates each unique 

image to follow an M-component mixture distribution. Hence, it is presumed that an M-component multivariate 

Multivariate New Symmetric Mixture Model applies to each feature vector of subblock within the image [25]. 

Therefore,the cumulative probability density function for each image region under evaluation will look like this: 

 

 

 

where, r rijx (x ) ,


j = 1,2,3,..D, 

represents the feature vector, where i ranges from 1 to D.The texture areas are represented by M, and r ranges 

from 1 to.The pixels are represented by T. ( , , )    is a set of values representing parametric set   

wiis the combined weight, such that  
M

i
i 1

w 1




  

 

and the probability that the texture feature vector of each pixel in the picture is  

 i rr,g x 


(Allili, M. S. et al., 2008) provides the multivariate new symmetric distribution for the D-dimension 

[26]. 

 
 

Frequency curve of Multivariate New Symmetric Mixture Model distribution 

Multivariate New Symmetric Model for    ϑ𝑖 𝑥 𝑟 , 𝜃  is given by 

ϑ𝑖 𝑥 𝑟 , 𝜃 =  
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The MNSMM is symmetric about the mean, therefore the odd center moments cancel each other out to zero. i.e.,

t

j jE x 0  ,  t = 1,3,5,…. The sum of the absolute center moments and the even center moments, as 

calculated using the formula. 

t/2
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The investigated distribution's parametric set is defined by, which includes the shape parameter, mixing weights, 

and a matrix of covariance and mean vector. Choose between a grand co-variance matrix for each Gaussian 

component or a single co-variance matrix shared by all image textures to specify the unique case-specific 

implementations of the MNSMM model [27]. Throughout this thesis, we have solely focused on the covariance 
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and colleagues found in their 1990 study,this chapter examines the half covariance diagonal matrix, which, 

according to preliminary experimental results, produces higher segmentation performance [28]. As a result, we 
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Each feature is considered independent the feature set's PDF is given by, as a consequence of the diagonal 

covariance matrix  
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Estimation Of Model Parameters By Expectation-  Maximization Algorithm 

The research paper focuses on the model parameters that should be considered in order to provide the best 

possible likelihood estimations. The DCT coefficients are shown for every single pixel that is removed from the 

image regions. as 1 2 r(x ,x ,......, x )
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hence, it is possible to compute the combined PDF using [29]. 
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𝐿 𝜃 =  
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The modified parameter estimations i ij ijw , and   for i=1,2,3,M; j=1,2,..,D, are obtained by maximizing the 

logarithmic likelihood or anticipated value likelihood function. We use the method described by Shaoquan YU 

(2012) to calculate the shape parameter, ij . 

To estimate the values of the parameters, i ij ijw , and  ,EM algorithm comprising of two steps i.e., Uses the 

two-step EM method, which stands for expectation (E) and maximization (M). Preliminary estimate extraction 

from input image data containing texture regions is required at the outset of the EM method. The EM approach 

is designed to assess the maximum likelihood estimate of the unknown parametric set iteratively.’ ’. 

 

Method of Excepectation  

In this section of the research process, relative to the original parameter vector, there is an expectation (E) step. 

(l)  is computed. One way to determine the pixel's expected value from the log probability function is to apply 
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Initialization Of Model Parameters 

It is necessary to update the parameters using the EM algorithm in order to determine the initial estimations of 

the parametric set for the specified MNSMM. According to McLachlan et al. (2000), the number of groups and 

the model's starting parameter estimation are the two most important constraints on the execution of the EM 

algorithm. It is necessary to compute the revised equations for iw  , the mixing parameter and ij ijand  . 

Initial knowledge regarding picture parameters is rather uncertain due to the unsupervised nature of the 

procedure. This is accomplished by applying the methodology of likelihood estimation to the problem of 

estimating these values, This section covers the k-Means algorithm. In this section, we calculate the images of 

M-components using a clustering method and the k-Means methodology. 

 

K-Means Clustering Algorithm 

Because the M-components estimation inside the picture regions is completely random, an unsupervised 

learning approach should be considered. In this section of the thesis, we examine the use of k-Means clustering, 

which depends on random sampling and can estimate the count of clusters in both low and high dimensions, to 

evaluate the count of components within the texture, say m. (Mclanchan and Peel, 2000). 

At the outset, we separate each image into k blocks by finding the centroid of each. Once convergence occurs, 

the centroids' computation continues in a loop. According to Patil and Jondhale (2010), the technique has the 

extra benefit of maximizing the sum of squared errors among the pixels in each cluster. Determining the starting 

point for the number of clusters is another bottleneck in k-Means. To get around this problem and get the 

starting count of clusters needed to run the k-Means algorithm, this chapter of the thesis plots the histogram of 

the entire image. Avoiding over- or under-fitting is possible using this approach to determining the starting point 

for cluster size. The following is a flow diagram of the k-Means algorithm. 

1. Pick M starting clusters at random from the complete dataset. These numbers stand for the initial cluster 

centers. 

2. Find the distance between the cluster and each pixel in the image centroid by computing their Euclidean 

distance. Then, allocate each data point to the cluster center that is closest to it. In the beginning, points 

represent the cluster centers. 

3. Make sure that the squared error distance between each cluster is lowest by recalculating the new cluster 

center. 

4. Keep repeating steps two and three until the clustering centers stay the same. 

5. Stop the process 

After cluster centers are assigned to their closed cluster centers, the cluster centroid is updated. The k-Means 

algorithm's primary strength lies in its inherent knowledge of cluster properties, particularly the requirement for 

low levels of similarity within clusters. The technique requires the user to input the optimal number of clusters 

for a given texture image, which is a potential downside(Turi, Rose H., 2001). Crucially, the k-Means 

algorithm's efficacy is solely dictated by the initial estimations and the quantity of clusters chosen. 

Modeling can be accomplished using the following formulathe sample moments of the M groups, which are 

initial estimations.  

wi= 1/M 



International Journal of Medical Toxicology & Legal Medicine                                           Volume 27, No. 2, 2024 

 

https://ijmtlm.org                                                                                                                                                                89                                                                           

ij = Std. 

Deviation of M
th

 Class 

ij
 =

T

rij
r 1

1
x

T


  

Substituting these values into the aforementioned equations in MATLAB allows one to get the refined 

parameter estimations using the EM Algorithm. 

 

Hierarchical Clustering Algorithm 

Using hierarchical clustering methodology, this thesis further estimates the M-components of the picture 

regions. When the segments are very densely packed, hierarchical segmentation works well. By implementing 

the hierarchical clustering algorithm, this section of the thesis is further expanded. Its operation is similar to that 

of the k-Means algorithm, with the exception that this one uses a dendogram to determine the starting point for 

the number of clusters. Data clustering is accomplished using the constructed dendogram. Clustering is 

performed with respect to a threshold that is originally identified using a rough estimate. In order to determine 

how many clusters can primarily be addressed using the single, average, and complete linkage approaches, the 

threshold values that have been acquired can be used. Hierarchical clustering using average linkages is the focus 

of this section of the thesis. 

Presented below is the detailed procedure that comprises a hierarchical clustering approach (Johnson S.C., 

1967): 

1) The initial process is carried out by assigning each pixel on the image region to a segment. Thereby every 

N pixels are associated with N segments containing only a unique set. 

2) Identify the nearest pair of pixels within a segment and merge them such that each pixel is connected to 

another pixel.  

3) Keep going until every single pixel is assigned to a specific zone. 

Methods a) Single-Linkage, b) Complete-Linkage, and c) Average-Linkage segmentation are three distinct 

approaches to Step 3. The segmentation approach is examined in this thesis by taking the Average -Linkage 

methodology into account. With Average-Linkage segmenting, the rows and columns of the closeness matrix 

are erased as old segments are merged into new ones. This is the main advantage of the technique, which is also 

known as the unweighted pair-group method using arithmetic averages. The process involves finding the 

average distance between two segments, which is calculated by comparing the pixels in one segment to those in 

the other.  

The closeness matrix, often known as the proximity matrix, is represented by the equation D= [d(i,j)]. Every 

segment has a numeric value between 0 and (n-1), with L(K) being the level of the Mth segment. A segment 

with sequence number m is represented by (m), while the proximity of segments (r) and (s) is denoted by 

d[(r),(s)]. 

The algorithm is illustrated as below- 

1. Start with non intersecting segments at level 0 such that L(0)=0 with sequence number m equal to 0. 

2. Compute the average among the pair of pixels from dissimilar segments denoted as [(r), (s)] and the 

process is repeated for all the pixels in the current segment. 

3. Update the sequence number by one i.e., m=m+1. Combine the segments (r) and (s) in to a set to form the 

next segment m and set the level as L (m) = d[(r ),(s)] for this segment. 

4. Make a new row and column for the newly generated segment and remove the rows and columns that 

correspond to segments (r) and (s) from the proximity matrix, D. Newly formed segment (r,s) and prior 

segment (M) closeness is recomputed using the formula. 

( , )

( , )

( , )
i j

r s M

r s M

d i j

d
N N





      --- (2.50) 

The distance among objects i and j in clusters (r, s) and M, respectively, is represented by d(i, j). , N(r,s) and N(M) 

being the number of pixels in the clusters (r,s) and M  respectively.  

Repeating this procedure continues until the distance among every two clusters falls below a certain threshold. 

Initial parameter estimates are derived using sample moments in a manner similar to the k-Means approach once 

the final group M value has been identified. 

wi= 1/M          

ij = Std. Deviation of M
th

 Class      
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ij
 =

T

rij
r 1

1
x

T



         

 

After plugging in these numbers as starting points, one can use the EM Algorithm to simultaneously solve the 

equations in a PYTHON environment to get the refined estimated parameters. 

 

A New Symmetric Mixture Movement-Based Texture Segmentation Algorithm 
Here we present the algorithm for texture segmentation. The first stage, after determining the final estimations, 

is to catalog the picture textures' characteristics and assign each characteristic to a certain image segment. 

This process is carried out by segmentation algorithm comprising of the following steps.  

Step 1: Using the process discussed in section 2.2, the feature vectors are estimated from each of the textured 

images. 

Step 2: Partition the image pixels in to M regions either employing a hierarchical clustering technique or k-

Means clustering. 

Step 3: Calculate ij ijand  , the mean and variance vector for each region among the multivariate data. 

Step 4: Obtain the mixing weight from the formula wi = 1/M, for i=1,2,3,..M values. 

Step 5: Using the heuristics presented in section 2.4, the updated parameters wi, ij ijand   are computed for 

each image region. 

Step 6: The process of assigning the feature vectors to the corresponding segments ( j
th

segment ) is carried out 

using the process of maximum likelihood estimation and the equation for which is given by  

1

exp
( , )

max
1

2 1 ( , )

ij

ij ij

D ij ij

j

j

ij ij

ij

x

A
L

A





 

 




  
  
  
    

  
    
   



 

 

 

Experimentation And Results 

The suggested approach is tested on a texture dataset, specifically the Brodatz texture databases, in order to 

demonstrate its performance. As part of the experiment, we look at every image in the dataset and plot the 

histogram to find out how many peaks (M) there are in each one. The amount of usable image regions can be 

deduced from these peaks. The clustering method, k-Means in this instance, is fed these peak values (M) in 

order to achieve a more thorough segmentation procedure. The picture feature vectors' multivariate data is 

handled using the k-Means algorithm. which helps to divide the image into M groups. The other advantage with 

the clustering algorithm is that it helps to formulate the initial parameters wi, ij ijand  by following the 

method of moments. Figure 2.4 displays the histograms of five photos. Below are the corresponding 

photographs: Image 1 through Image 5. 

 

    
 

Image 1 Image 2 Image 3 Image 4 Image 5 

 

Figure 2.3: Histogram plot of the images. 

 

In order to apply the hierarchical clustering technique, a comparable comparison is made. Applying this 

clustering technique to multivariate image data with various feature vectors allows for the dendogram approach 

to partition the data into M image areas, each with its own threshold. The starting points for estimating the 

parameters for each area of the image, wi, ij ijand   are obtained. 
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To get the updated model parameter equations, we use the EM approach that was suggested in section 2.4. On 

top of the updated estimations, the texture segmentation process is executed, with the goal of segmenting each 

image pixel according to the maximum probability criterion. Consequently, the segmentation algorithm 

provided in section 2.6 is used to segment the image. 

 

 

 
Considered Image 

Output Image  

after Segmentation 

Image 1 

M=2 

  

Image 2 

M=2 

  

Image 3 

M=3 

 
 

Image 4 

M=2 

 
 

Image 5 

M=2 

  

Figure 2.4: As a result of implementing the suggested model with the k-Means clustering technique, 
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Image 2 
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M=3 
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Image 5 
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Figure 2.5: Results derived on application of the proposed model using hierarchical clustering algorithm 

 

Performance Evaluation Of The Algorithm 

After conducting experiments in the PYTHON environment, the generated model is evaluated for performance. 

It will be helpful to utilize both quantitative and qualitative measures while evaluating the performance. This 

section of the thesis utilises a quantitative method to benchmark the performance measurements using 

approaches like the Probabilistic Rand Index (PRI), the Variation of Information (VOI), and the Global 

Consistency Error (GCE). 

Unni krishnan developed the Rand index as a metric. R et al. (2005) determined the number of pixels in 

segments where the labeling is consistent between the segment in question and the ground truth. Unnikrishnan 

R. et al. (2007) suggested a probabilistic rand index (PRI) that is based on this measure.  

 

Using the picture data set, extract a batch of manually segmented images. (ground truth) say {S1, S2, …,SK}  

against the set original image say X={x1, x2, . . . xi, . . . , xN}, for each N pixels, where an index denoted by a 

subscript. Let testS choose the segmentation result to compare with the human-labeled set. Mark the location of 

the tagxi by 
Stest

li in segmentation testS  and by 
kS

il in the human segmented image kS . It is supposed that every 

label 
kS

il  can acquire values in a distinct set of size kL , and thereby 
Stest

li  acquires one of testL  values. Our 

preferred approach is to use an unknown underlying distribution to simulate label connections for each pair of 
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pixels. It is reasonable to presume that all segmenters contribute data regarding the segmentation kS  of the 

image in the form of binary numbers   ( )k kS S

i jl l  for every set of pixels (xi,xj). Every perceptually correct 

segmentation is a random variable with an expected value, since they all follow a Bernoulli distribution over this 

number, pij. Therefore, the set {pij} for all disordered pairs (i,j) defines a probabilistic model of correct 

segmentations for the image X. The probabilistic rand (PRI) index is given by 

,

1
( ,{ }) ( ) ( )(1 )

( )
2

k k k kS S S S
test i j ij i j ijk

i j
i j

PRI S S l l p l l p
N



 
  

     
 --- (2.55)

 

Let ijc denote the event of a pair of pixels i andj having the same label in the test image testS :  

( )k kS S

ij i jc l l    Then the PR index can be written as:  

,

1
( ,{ }) (1 )(1 )

( )
2

test ij ij ij ijk
i j
i j

PRI S S c p c p
N



 
 

      --- (2.56) 

The PRI ranges from 0 to 1, where 0 signifies testS  and {S1, S2.,SK} have dissimilarities  and 1 indicate that all 

segmentations are identical.  

 

As {0,1}ijc   the above equation can be rewritten as  

(1 )

,

1
( ,{ }) (1 )

( )2

ij ijc c

test k ij ij

i j
i j

PRI S S p p
N





  
   --- (2.57) 

The relationship between a pixel and its cluster is the basis of the variation of information (VOI) measure, which 

was proposed by Meila. M. (2007). It uses entropy and metrics based on shared information to measure distance 

between two sets of clusterings distributed across the data. It shows how much valuable information is lost or 

gained when the clusters are swapped. Think about the set S, which has been divided into groups, D say {R1 .R2, 

R3,…RM } with the condition that  0k lR R   and 

1

M

k

k

R S


 . Pretend that there are an equal amount of 

data points in cluster D kR  be n and nk respectively, where
1

.
M

k

k

n n


  Let the number of pixels among the 

intersection of clusters kR of S and 
'

kR of 'S be denoted by 'kk
n , where   '

'| | .k kkk
n R R   

VOId (Variation of information):   
' ' '( , ) ( ) ( ) 2 ( , )VOId S S H S H S I S S  

--- (2.58)
 

where, H and I symbolize the entropies and the shared information between the two clustering’s. 

1

( ) log
M

k k

k

n n
H S

n n

  ,   --- (2.59) 

' ' '

'

'
, ,'

1 1

( , ) log   
M N

k k k k k k

k k

n n nn
I S S

n n n n 


  --- (2.60)

 

 

To find out how much one segmentation map is like a modification of segmentation, Martin. D. et al. (2001) 

came up with a measure called global consistency error (GCE). In a perfect match, each area in one 

segmentation would be identical to, or slightly different from, an area in the other segmentation. Think about the 

parts of S1 and S2 that include the pixel. The segments consist of sets of data for each pixel. The local error will 

be 0 unless the two segments are appropriate subsets of each other. If there is no relationship between subsets, 

then inconsistency could arise from overlapping regions, and the local error would be less than zero. Perhaps the 

local alteration error can be defined as 

1 2
1 2

1

| ( , ) \ ( , ) |
( , , )       

( , )
i i

i
i

R S p R S p
E S S p

R S p


  --- (2.61) 
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where \ denote set difference, and |x| is the cardinality of set x.  

 

Taking into consideration the image's pixel count, the Global Consistency Error (GCE) can be described as  

1 2 1 2 i 1 2 i

i i

1
( , ) min E( , ,p ), E( , ,p )        GCE S S S S S S

n


 
 
 
  --- (2.62) 

Using k-means and hierarchical clustering in the Multivariate New Symmetric Mixture model and VOI as 

segmentation performance measures, we computed and analyzed the four texture pictures, and Gaussian mixture 

model. 

 

Table  2.1: Evaluation of Segmentation Process of Textured Images 

Evaluation of Segmentation Process 

Description Model PRI GCE VOI 

Optimal Values  1 0 As high as possible 

Textured Image 1 GMM-K 0.68 0.15 0.81 

 GMM-H 0.85 0.14 0.71 

 MNSMM -K 0.90 0.10 0.55 

 MNSMM -H 0.92 0.05 1.00 

Textured Image 2 GMM-K 0.47 0.50 0.78 

 GMM-H 0.50 0.40 1.76 

 MNSMM -K 0.51 0.40 1.79 

 MNSMM -H 0.54 0.15 2.31 

Textured Image 3 GMM-K 0.34 0.31 1.25 

 GMM-H 0.46 0.29 1.23 

 MNSMM -K 0.56 0.27 1.32 

 MNSMM -H 0.58 0.28 1.51 

Textured Image 4 GMM-K 0.75 0.19 0.54 

 GMM-H 0.83 0.15 0.71 

 MNSMM -K 0.84 0.14 0.70 

 MNSMM -H 0.92 0.13 1.54 

Textured Image 5 GMM-K 0.581 0.158 1.121 

 GMM-H 0.684 0.151 1.139 

 MNSMM -K 0.811 0.168 0.776 

 MNSMM -H 0.948 0.142 1.346 
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Figure 2.6: Graph Plot of Segmentation Metricsfor Different Textured Images 

 

The graph in figure 2.6 and the data reported in table 2.1 are the outputs of the MNSMM-based model that was 

created. When compared to models already published in the literature, the results shown here demonstrate a 

substantial improvement. 

 

Comparative Study 

Performance evaluation measures are used to ensure that the results obtained from the suggested segmentation 

method are accurate. The findings are evaluated in relation to the misclassification rate, and the model is 

contrasted with an existing GMM-based model. The rate of misclassification is the amount of pixels that are 

incorrectly assigned to certain segments. According to Huang, Q., et al. (1995), a lower misclassification rate 

indicates better accuracy. Table 2.2 displays the outcomes obtained from various clustering methods, such as 

hierarchical clustering and k-Means, when tested against the misclassification rate. The suggested mixed model 

and the existing model based on GMM are compared in terms of the percentage of misclassification among the 

picture pixels used as a sample. 

 

Table 2.2: Classifier Accuracy of the Model 

Model Classifier Accuracy 

GMM with K 24% 

GMM with H 22% 

MNSMM with K 19% 

MNSMM with H 17% 

 

 

In comparison to GMM, the misclassification rate using MNSMM is lower, as seen in table 2.2.  

Using the confusion matrix for segmented image regions, as suggested by Martin et al. (2001), the segmentation 

quality metrics are calculated for the sample images. 

The four qualities that form the basis of the confusion matrix include True Positive (TP), which counts the 

number of positively labelled pixels, and False Positive (FP), which counts the number of pixels that have been 

mistakenly tagged as positive. Finally, False Negative (FN) indicates a set of pixels that are mistakenly labeled 

as negative, whereas True Negative (TN) indicates pixels that correspond to negatives and are accurately labeled 

as negative. You can see the confusion matrix down below.  

 

Table 2.3: Confusion Matrix 

Label Actual Positive Actual Negative 

Predicted Positive TP FP 

Predicted Negative FN TN 

 

 
Figure 2.7: Visual interpretation of the Confusion matrix 

 

Using the equations provided by Davis et al. (2006), the values of Accuracy, Sensitivity (TPR), 1-Specificity 

(FPR), Precision, Recall, and F-measure are computed from the confusion matrix. 
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TPR/Sensitivity = 
FNTP

TP


 

FPR=
TNFP

FP

  

Equivalent to (1-Specifictry)

 

Recall=
FNTP

TP


 

Precision=
FPTP

TP


 

F-Measure=
callecison

callecison

RePr

Re*Pr*2


 

Accuracy=
FNTNFPTP

TNTP




 

Using the above formulae, the metrics are calculated and shown in the table BELOW 

 

Table  2.4: Comparative study of MNSMM versus GMM w.r.t. k- Means and Hierarchical based clustering 

algorithm 

Quality Metrics 

Description Model accuracy sensitivity specificity precision recall F_measure 

Optimal Values  1 1 1 1 1 1 

Textured Image 1 GMM-K 0.09 0.14 0.04 0.14 0.14 0.18 

 GMM-H 0.08 0.16 0.05 0.13 0.16 0.25 

 MNSMM -

K 0.05 0.10 0.08 0.08 0.10 0.59 

 MNSMM -

H 0.58 0.59 0.10 0.99 0.59 0.74 

Textured Image 2 GMM-K 0.48 0.58 0.14 0.48 0.58 0.48 

 GMM-H 0.45 0.61 0.17 0.56 0.61 0.58 

 MNSMM -

K 0.44 0.60 0.15 0.56 0.60 0.58 

 MNSMM -

H 0.64 0.68 0.22 0.90 0.68 0.78 

Textured Image 3 GMM-K 0.29 0.81 0.18    

 GMM-H 0.32 0.83 0.20 0.19 0.93 0.31 

 MNSMM -

K 0.33 0.83 0.21 0.19 0.93 0.31 

 MNSMM -

H 0.70 0.90 0.35 0.72 0.95 0.80 

Textured Image 4 GMM-K 0.87 0.78 0.58 0.21 0.39  

 GMM-H 0.91 0.81 0.61 0.24 0.71 0.815 

 MNSMM -

K 0.91 0.81 0.68 0.35 0.78 0.87 

 MNSMM -

H 0.94 0.98 0.74 0.38 0.81 0.90 

Textured Image 5 GMM-K 0.188 0.185 0.057 0.348 0.189 0.321 

 GMM-H 0.196 0.288 0.067 0.369 0.288 0.323 

 MNSMM -

K 0.105 0.280 0.040 0.402 0.298 0.348 

 MNSMM -

H 0.027 0.309 0.012 0.493 0.309 0.364 

 

In comparison to the Multivariate New Symmetric Mixture Model, the suggested classifier clearly outperforms 

it, as shown in table 2.4. 
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CONCLUSION  

In the realm of digital image processing, image classification presents significant challenges, especially in high-

level applications like medical imaging, robotics, and automation, where precise object detection is critical. The 

segmentation process serves as a foundational step, using feature vectors to identify and isolate regions of 

interest based on predefined criteria. Among these features, texture plays a pivotal role, as it captures the spatial 

relationships between pixels and provides essential insights into the structural patterns within an image. The 

primary goal of texture segmentation is to divide images into homogeneous regions that carry meaningful 

information, facilitating more accurate classification and analysis. This approach enhances the model's ability to 

interpret diverse images, making it an indispensable tool for real-world applications in fields requiring high 

precision. 
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